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## Exercise 1 (Markov Chain Analysis)

$12 \%$
Consider the Markov chain depicted below:


$$
\begin{gathered}
r(5)=r(6)=10 \\
r(1)=r(2)=r(3)= \\
r(4)=0
\end{gathered}
$$

(a) [4\%] Determine $\operatorname{Pr}^{M}(\diamond\{4\})$.
(b) $[4 \%]$ Determine $\mathrm{ER}^{M}(\diamond\{4\})$.
(c) [4\%] Determine $\mathrm{ER}^{M}(\diamond\{4\} \mid \neg\langle\{5,6\})$.

Provide intermediate steps such that your computations are comprehensible.


$$
\begin{gathered}
r(5)=r(6)=10 \\
r(1)=r(2)=r(3)= \\
r(4)=0
\end{gathered}
$$

a $\operatorname{Rr}(>4) \quad x_{s}$ for every state

$$
-x_{4}=1
$$

- all stales con reach 4 there is no stales $\quad x_{j}=0$

$$
S_{?}=\{1,2,3,5,6\} \quad\left|S_{?}\right|=5
$$


pol to reach 4 in one'slep
solve this leads to

$$
x_{7}=1
$$



$$
\begin{gathered}
r(5)=r(6)=10 \\
r(1)=r(2)=r(3)= \\
r(4)=0 \\
r(4)=1000
\end{gathered}
$$

b. ER $(\nabla 4)$ associate vaioble $y$, to stetes

$$
\begin{gathered}
y_{4}=0 \\
y_{3}=0+\frac{1}{3} y_{4}+\frac{1}{3} y_{1}+\frac{1}{3} y_{6} \\
y_{6}=10+y_{1} \\
y_{5}=10+y_{1} \\
y_{1}=0+y_{2} \longrightarrow y_{5}=y_{6} \\
y_{2}=\frac{y}{3} y_{1}=y_{2} \\
=0
\end{gathered}
$$

solve:

$$
\begin{aligned}
& y_{1}=40=y_{2} \\
& y_{3}=30 \\
& y_{4}=0 \\
& y_{5}=y_{6}=50
\end{aligned}
$$

c.


$$
\begin{gathered}
r(5)=r(6)=10 \\
r(1)=r(2)=r(3)= \\
r(4)=0
\end{gathered}
$$

$$
\operatorname{ER}(\Delta 4 \mid \underbrace{\neg \nabla})=
$$

$$
\frac{\operatorname{ER}(จ ム \wedge \neg \downarrow)}{1-\underbrace{\operatorname{Pr}(\neg \triangleright))}=0}=0
$$

$$
\underbrace{=1}_{=0}
$$

$$
\operatorname{Pr}(\Delta) \quad x_{5}=1 \quad x_{6}=1 \quad=0 \quad x_{1}=x_{2}
$$

$$
x_{2}=\underbrace{\frac{1}{3} x_{5}}_{\frac{1}{3}}+\frac{1}{3}-x_{3}+\underbrace{\frac{1}{3} x_{1}}_{\frac{1}{3} x_{2}}
$$

solve:

$$
\begin{gathered}
x_{1}=x_{2}=x_{3}=x_{4}= \\
x_{5}=x_{6}=1
\end{gathered}
$$

$$
\begin{aligned}
& x_{3}=\frac{1}{3} x_{4}+\underbrace{\frac{1}{3} x_{1}}_{\frac{1}{3} x_{2}}+\underbrace{\frac{1}{3}-x_{6}}_{\frac{1}{3}} \\
& x_{4}=\frac{1}{2} x_{3}+\frac{1}{2} x_{1}
\end{aligned}
$$

## Exercise 2 (Weakest Pre-expectations)

Consider the following pGCL program $P_{a}$ where $a$ is a rational number in the innerval $[0,1]$ :

$$
\begin{array}{llr} 
& \{\ell:=1\}[1 / 4]\{\ell:=0\} ; & \\
& \{r:=1-\ell\}[1 / 3]\{r:=0\} ; & \\
\mathbf{P}_{\mathbf{a}}:= & & \\
& \{t:=1-(\ell+r)\}[a]\{t:=0\} ; & \\
d & :=1-(r+\ell+t) ; & \\
x & :=x+r-\ell ; \\
y & :=y+t-d &
\end{array}
$$

Determine for which values of $a$ the following statement holds:


$$
\begin{aligned}
& \{\ell:=1\}[1 / 4]\{\ell:=0\} ; \\
& \{r:=1-\ell\}[1 / 3]\{r:=0\} \text {; } \\
& \{t:=1-(\ell+r)\}[a]\{t:=0\} ; \\
& d:=1-(r+\ell+t) \text {; } \\
& x:=x+r-\ell ; \\
& \text { (*) } \\
& \left\{\begin{array}{r}
\frac{1}{4}\left(\frac{1}{3}(x+1)+\frac{2}{3}(x-1)\right) \\
\quad+\frac{3}{4}\left(\frac{1}{3}(x+1)+\frac{2}{3} x\right)
\end{array}\right. \\
& l:=1 \quad\left[\frac{1}{n}\right] \quad l:=0 \\
& \begin{array}{l}
\left.\frac{1}{3}(x+(1-l)+l)+\frac{2}{3}(x-l)=\begin{array}{l}
\frac{1}{3}(x+1) \\
r:=(1-l)[1 / 3] \quad r:=0 \\
+\frac{2}{3}(x-l)
\end{array}\right]
\end{array} \\
& x+r-l \\
& t:=1-(l+r)[a] \quad t:=0 \\
& x+r-l \\
& d:=1-(l+r+t) \\
& x+r-l \quad \leftarrow \\
& x:=x+r-l \\
& =\omega_{p}\left(p_{a}, x\right) \\
& x \\
& y_{i}=y+t-d \quad \longleftarrow \quad u p\left(x_{i}=y, P_{a}, x\right) \\
& \times \longleftarrow \text { postexpectation }=\frac{1}{4}\left(y-\frac{1}{3}\right) \\
& \text { no } a+\frac{3}{4}(y+1)
\end{aligned}
$$

in a similer way, compate up ( $P_{a}, y$ )

$$
e_{a}=\text { expression in tems of a }
$$

$$
e_{a}=\frac{1}{4}\left(y-\frac{1}{3}\right)+\frac{3}{4}(y+1)
$$



## Exercise 3 (Bayesian Networks)

Consider the Bayesian network depicted below:

(a) [4\%] Given an expression for the joint probability distribution of the Bayesian $\qquad$ network.
(b) [4\%] Determine $\operatorname{Pr}(B=T \mid D=F \wedge A=T)$
(c) [4\%] Determine the pGCL program of the Bayesian network for the evidence $D=F \wedge A=T$
(d) $[6 \%]$ Determine the expected runtime of your pGCL program using the following equation:

$$
\operatorname{ert}(\text { repeat } S e q \text { until } G, f)=\frac{1+\operatorname{ert}(S e q,[G] \cdot f)}{w p(S e q,[G])}
$$

where Seq stands for the sequential composition of the programs for the Bayesian network vertices.
b.

$$
\begin{aligned}
& P(B=T \mid D=F, A=T) \\
& =\frac{\operatorname{Pr}(B=T, D=F, A=T)}{\operatorname{Pr}(D=F, A=T)} \\
& \operatorname{Pr}(\underbrace{B=T, D=F, A=T)}=\underbrace{\left.\sum_{\substack{C \in C}} \operatorname{Pr}(A=T, B=T, C=C, D=F)\right), ~(A)}_{\substack{C=T V \\
C=F}} \\
& =\operatorname{Pr}(A=T, B=T, C=T, D=F)+ \\
& \operatorname{Pr}(A=T, B=\bar{T}, C=F, D=F)=\frac{3}{125} \\
& \operatorname{Pr}(D=F, A=T)=\sum_{b \in B} \operatorname{Pr}(B=b, D=F, A=T) \\
& =\operatorname{Pr}(A=T, B=T, D=F)+ \\
& \underbrace{\operatorname{Rr}(A=T, B=F, D=F)} \\
& \sum \operatorname{Pr}(A=T, B=F, C=C, \\
& C \in C \quad D=F)
\end{aligned}
$$

c.


$$
D=F, A=T
$$

pGCL program
pGCL program
repeat $\{\operatorname{prog} A>\operatorname{prog} B ; \operatorname{prg} C ; \operatorname{prog} D\}$

$$
\text { until } \underbrace{(D=F \wedge A=T)}_{\text {evidence }}
$$

prog $C$ : if $(A=T \wedge B=T)$

$$
c:=T \quad[1 / 2] \quad c:=F
$$

else if ( $A=T \wedge B=F)$

$$
c:=T \quad[3 / 5] \quad c:=F
$$

else if ( $A=F \wedge B=T$ )

$$
C_{i}=T \quad[4 / \sigma] \quad C_{i}=F
$$

else $C_{i=T} \quad[7 / 10] \quad C_{i}=F$
d.
(1) $\operatorname{ert}(\operatorname{pog} D, 0)=5$
prg $D$ hasthe sarre shope as prg $C$

$$
\operatorname{ert}(\operatorname{prog} C,)=5
$$

$$
\operatorname{ert}(\operatorname{prog} B,)=2+
$$

$$
\operatorname{ert}(\text { pog } A,)=2+
$$

$$
\operatorname{ert}(\operatorname{seq}, 0)=14
$$

$$
\operatorname{ert}(\underset{\text { repect. }}{\overline{\text { er }}})=\frac{1+14}{121 / 12500} \approx 310
$$

$$
\begin{aligned}
& \begin{array}{c}
0 \\
\operatorname{ert}(\text { repeat } \operatorname{Seq} \text { until } G, f)=\frac{1+\operatorname{ert(Seq,[G]\cdot f)}}{w p(S e q,[G])}=121 / 12500
\end{array} \\
& \uparrow \quad \tau D=F \wedge A=T \\
& \operatorname{ert}(\operatorname{prog} A ; \operatorname{prog} B ; \operatorname{pog} C ; \operatorname{prog}^{D}, \underbrace{[G] f}_{=0})
\end{aligned}
$$

Exercise 4 (Loops, Invariants, and Termination)
Consider the following pGCL program $P$ :


Let expectation $I_{n}$ for natural number $n$ be defined by:

$$
I_{n}:=[x \neq 1]+[x=1] \cdot \sum_{k=0}^{n-1} 1 / 3 \cdot(2 / 3)^{k}
$$

where $\sum_{k=0}^{-1} \ldots=0$.
Let post-expectation $f=1$.
(a) [5\%] Give the characteristic function $\Phi_{f}$ of the loop in $P$
(b) $[5 \%]$ Show that $I_{0}=\Phi_{f}(\mathbf{0})$
(c) $[8 \%]$ Show that for all $n \geq 0$, it holds: $I_{n+1}=\Phi_{f}\left(I_{n}\right)$
(d) [4\%] Determine $\lim _{n \rightarrow \infty} I_{n}$
(e) [3\%] Given that $\lim _{n \rightarrow \infty} I_{n} \leq w p$ (body of $P, f$ ), de ermine whether program $P$ almost surninates.


$$
1 \leq
$$

 $\leq 1$

he following pGCL program $P$ :
$P$ : $x:=1 ;$
(f) $\Phi_{f}(x)=[x-1] \cdot 1+[x=1]\left(\frac{1}{3} x(x \leftarrow 0)+\frac{2}{3} x(y \in-y+1)\right) ;$
b. show that $I_{0}=\Phi_{f}(0) \quad I_{n}=[x \neq 1]+$

$$
\Phi_{f} \frac{(0)}{\uparrow}=[x \neq 1]+[x=1] \underbrace{\left[\begin{array}{l}
\underline{x=1}] \\
= \\
\frac{1}{3} \cdot 0(x \leftarrow 0)
\end{array} \sum_{k=0}^{n-1} \frac{1}{3} \cdot\left(\frac{2}{3}\right)^{k}\right.}_{=0}+\underbrace{\left.\frac{2}{3} \cdot 0(y-y+1)\right)}_{=0}
$$

$$
\begin{aligned}
& =[x \neq 1]=I_{0}=[x+1]+[x=1] \sum_{k=0}^{-1} \cdots \\
& \forall n \geqslant 0: I_{n+1}^{-1}=\Phi_{f}\left(I_{n}\right)=0
\end{aligned}
$$

$$
\begin{aligned}
& \Phi_{1}\left(I_{n}\right)=[x \neq 1]+[x=1](\frac{1}{3} \underbrace{I_{n}(x \leftarrow 0)}_{=1}+\frac{2}{3} \underbrace{I_{n}(y \leftarrow y+1)}_{=I_{n}}) \\
& =[x-1]]+\underbrace{[x=1]}\left(\frac{1}{3}+\frac{2}{3}\right. \\
& =[x \neq 7]+[x=1]\left(\frac{1}{3}+\frac{2}{3} \sum_{k=0}^{n-1} \frac{1}{3} \cdot\left(\frac{2}{3}\right)^{k}\right) \\
& \begin{array}{c}
=[x \neq 1]+[x=1] \begin{array}{l}
\left(\frac{1}{3}+\sum_{k=0}^{n-1}+\frac{1}{3} \cdot\left(\frac{2}{3}\right)^{k+1}\right) \\
\frac{\frac{1}{3} \cdot\left(\frac{2}{3}\right)^{0}}{=} \underbrace{\sum_{k=0}^{(n+1)-1} \frac{1}{3} \cdot\left(\frac{2}{3}\right)^{k}}_{=F_{n+1}}
\end{array}
\end{array}
\end{aligned}
$$

d. Determine $\lim _{n \rightarrow \infty} I_{n}$

$$
\begin{align*}
& I_{n}=[x \neq 1]+[x=1] \cdot \sum_{k=0}^{n-1} \frac{1}{3}-\left(\frac{2}{3}\right)^{k} \\
& \lim _{n \rightarrow \infty} I_{n}=[x=1]+[x=1] \underbrace{\sum_{k=0}^{\infty} \frac{1}{3}\left(\frac{2}{3}\right)^{k}}_{\text {geometric series }} \\
& =[x=1]+[x=7] \underbrace{\frac{1 / 3}{1-2 / 3}}_{=1} \\
& =[\underbrace{[x \neq 1]}+\underbrace{[x=1]} \\
& =1 \\
& f=1
\end{align*}
$$

e. $\quad \lim _{n \rightarrow \infty} I_{n} \leq \operatorname{up}(l a p$ body of $P, f)$

$$
<1 \quad=\underbrace{\operatorname{ur}\left(x:=1 ; \operatorname{loop}_{p} \text { bod, } 1\right)}_{=1 \rightarrow p \text { is AST }}
$$

## Exercise 5 (Probabilistic Databases)

The example data of Figure 2 was produced by a handwriting recognition software that analysed the example sentence of Figure 1. The table words has two attributes: pos is the position of the word and word is the word recognized in that position. As you can see, for some positions there are several possible words recognized. The second table meaning holds data from a dictionary with meanings of words. It has three attributes: id is a unique identifier for words, word is the word, and meaning is a description of a possible meaning of the word. Also here you see that there are several possible meanings for each word.

For simplicity, we only consider a part of the data produced, namely the first 5 words of the example sentence and the possible meanings of the second and third word. Note that our dictionary for meaning has no entry for the word "shute".
(a) [2\%] How many possible worlds does the probabilistic database of Figure 2


Figure 1: Example sentence for handwriting recognition (source https://cedar.buffalo.edu/ handwriting/HRoverview.html ).


Figure 2: Example probabilistic data corresponding with Figure 1.
contain? Explain your answer by giving the complete calculation of the answer.

## Solution:

There are 7 random variables with varying numbers of alternatives, so by independence of random variables $4 \times 5 \times 5 \times 2 \times 3 \times 2 \times 3=3600$ possible worlds.

NB: Even though there is no meaning for the word "shute" in the meaning table, the record does exist in the words table, so should simply be counted.
(b) [2\%] We define "correct contents" for the database as containing for each position the correctly recognized word in table words, and for each such correctly recognized word its correct meaning in table meaning. Give a sentence that selects the correct contents for the database, i.e., where the recognized words are "my alarm clock did not" with meanings "warning sound or device" for "alarm" and "time measuring device" for "clock".

Solution: $w_{3}=4 \wedge w_{4}=5 \wedge w_{5}=4 \wedge m_{1}=2 \wedge m_{4}=1$
(c) [2\%] How many of the possible worlds in the database have correct contents, i.e., have the abovedescribed recognized words and meanings? Explain your answer by giving the complete calculation of the answer.

Solution: The random variables $w_{3}, w_{4}, w_{5}, m_{1}$, and $m_{4}$ need to have their fixed value to arrive at the correct contents of the world; the other random variables ( $m_{2}$ and $m_{3}$ ) can have any value, so $3 \times 2=6$ possible worlds have correct contents.
(d) [3\%] Calculate the probability of $\left(w_{3}=4 \wedge m_{4}=1\right) \vee\left(w_{3}=2 \wedge m_{3}=2\right)$. Explain your answer by giving the complete calculation of the answer.

## Solution:

$$
\begin{aligned}
P( & \left.\left(w_{3}=4 \wedge m_{4}=1\right) \vee\left(w_{3}=2 \wedge m_{3}=2\right)\right)= \\
& \text { Left and right side of } \vee \text { are mutually exclusive, because } \\
& w_{3}=4 \text { and } w_{3}=2 \text { are different alternatives of the same variable. } \\
= & P\left(w_{3}=4 \wedge m_{4}=1\right)+P\left(w_{3}=2 \wedge m_{3}=2\right)= \\
= & P\left(w_{3}=4\right) \times P\left(m_{4}=1\right)+P\left(w_{3}=2\right) \times P\left(m_{3}=2\right)= \\
= & \frac{1}{4} \times \frac{1}{3}+\frac{1}{4} \times \frac{1}{2}=\frac{1}{12}+\frac{1}{8}=\frac{5}{24} \\
\approx & 0.2083
\end{aligned}
$$

You need to explicitly observe the mutual exclusiveness either in words or in the calculation.
(e) [3\%] Suppose we have a table meaning-raw that contains the same data as table meaning in Figure 2 but without the sentences $\varphi$. The purpose of this table is to provide the raw data as a certain table from which we derive the uncertain table meaning.

Given the following attempt at creating the uncertain table meaning

```
DROP TABLE IF EXISTS meaning;
```

CREATE TABLE meaning AS
REPAIR KEY word IN meaning-raw

See http://maybms.sourceforge.net/manual/index.html\#x1-460006.2. 1 for an explanation of REPAIR KEY from the official MayBMS manual.

For each statement, indicate whether or not it is true and provide an explanation why.
$\sqrt{ }$ The REPAIR KEY is a pure query, i.e., it has no side effects on the data in the database.
$\sqrt{ }$ The attempt indeed creates 4 random variables $m_{1} . . m_{4}$.
O There is no mention of WEIGHT BY in the REPAIR KEY statement, so no probabilities are created.
$\sqrt{ }$ We could also have used id instead of word to arrive at the same result.

## Solution:

- REPAIR KEY is not updating the mentioned table (here meaning-raw), but is just returning a table just like a normal SELECT-FROM-WHERE query would. Therefore, we need the CREATE-TABLE-AS to store the result, otherwise we would just see the result, but it would be gone again afterwards, just like a normal SELECT-FROM-WHERE result.
- Since there are 4 different words in the table and each has multiple occurrences, for each word a new random variable is created to "turn word into a unique key". So, indeed four random variables are created.
- The behavior of REPAIR KEY when no WEIGHT BY is given, is not that probabilities are omitted, but that the probabilities will be computed as uniformly distributed over the alternatives. For example, $P\left(m_{2}=j\right)=\frac{1}{3}$ for each $j$.
- Since the values of id and word coincide, i.e., there are also 4 different id values and each is in the same records as the associated word, indeed the same number of random variables with the same number of alternatives are created and the same sentences are associated with each record.
(f) $[8 \%]$ Given the probabilistic algebra expression $E$ below ('w. $a$ ' refers to attribute $a$ of table 'words'; 'm. $a$ ' refers to attribute $a$ of table 'meaning').

$$
\pi_{w . \text { pos }, w . \text { word,m.meaning }}\left(\bowtie_{\mathrm{w} . \text { word }=\mathrm{m} . \text { word }}\left(\text { meaning }, \sigma_{\mathrm{w} . \text { pos }=3}(\text { words })\right)\right)
$$

Since there are 4 words possible for position 3 and in total 8 possible meanings for these words, the query can have many results. Give exactly one result of $E$.
NB: I do not ask for a derivation, nor do I ask for all results, but I do ask for one of those many results in the right form, so take care to provide all components that a result of a probabilistic algebra expression should have and omit those components that such a result should not have.

Solution: The result of a probabilistic algebra expression, is a probabilistic table itself, i.e., a set of pairs containing a record and a sentence. One result, hence, is a pair of a record with a sentence. One such results of this query is ( $\langle 3$, clock, time measuring device $\rangle, w_{3}=4 \wedge m_{4}=1$ ).
(g) [5\%] In indeterministic duplicate detection, an $M$-graph is constructed from similarity match results of a duplicate detection tool which ran on tuples $a, b, c, d$. The tool determines the following similarities: $s(a-b)=0.3$, $s(a-c)=0.95, s(a-d)=0.2, s(b-c)=0.5, s(b-d)=0.8, s(c-d)=0.2$. We set the upper threshold to 0.9 and the lower threshold to 0.4 .

1. Draw the $M$-graph after the thresholds have been applied.
2. Which possible worlds does this produce? Use the following notation: $\{\ldots\}$ for the set of records comprising a possible world; $a b$ for the merge of records $a$ and $b$ (other combinations analogously). Explain your answer.

NB: I do not ask for probabilities of possible worlds, so no need to compute them.

Solution: Enforcing the thresholds has as a consequence that we consider $a-c$ as a certain edge, $b-c$ and $b-d$ as uncertain edges, and between all other combinations of nodes, there is no edge.
With two uncertain edges, there are $2^{2}=4$ possible $W$-graphs. A $W$-graph can be inconsistent because equality is transitive. Two of the four $W$-graphs are inconsistent, namely the ones that have the $b-c$ edge. So there are two consistent possible worlds, namely

- $\{a c, b, d\}$
- $\{a c, b d\}$

